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Agenda and housekeeping

● Introduction to the Role of AI in Society and Research

● Open vs Proprietary AI: Definitions, Trends, and Impact

● Data-Centric AI: Shifting from Model-Centric Thinking

● Rise of Small Language Models and Responsible Innovation

● Open Science, Licensing, and Ethical Considerations

Please make the workshop yours! Ask, interact and collaborate :)



Image source: Toronto Magazine

- Transformative across 
all fields

- Driving innovation 
across all fields.

- Huge economic and 
social impact globally

- Massive opportunities 
as well as risks

AI: Technology of the century

https://magazine.utoronto.ca/research-ideas/technology/ai-everywhere/
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Sizing the price- PWC forecast

Consumer Demand Growth: By 2030, 45% of economic gains will come from AI-driven 
product enhancements, increasing variety, personalization, and affordability.

Regional Leaders: China (26% GDP boost) and North America (14.5% GDP boost) will 
capture nearly 70% of AI’s $10.7 trillion economic impact.

https://www.pwc.com/gx/en/issues/artificial-intelligence/publications/artificial-intelligence-study.html
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Sizing the price: 2045 projections

https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next
-productivity-frontier#business-value
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AI for good



https://www.nature.com/articles/d41586-024-00753-x



https://reports.weforum.org/docs/WEF_Intelligent_Clinical_Trials_2024.pdf
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Every day use. Assistant for being 
efficient and creative*



doi: https://doi.org/10.1038/d41586-025-00343-5, Survey 7000 researchers, 
Nature Feb 2025

Researchers

https://doi.org/10.1038/d41586-025-00343-5
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https://chatgpt.com/
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What is AI?



An AI system is a machine-based system that, for explicit or 
implicit objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, recommendations, 
or decisions that can influence physical or virtual environments.

Different AI systems vary in their levels of autonomy and 
adaptiveness after deployment

OECD definition, adopted by EU AI act
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AI = Data + Code + Compute



From Elizabeth Bruce, Microsoft’s slides

https://cra.org/industry/wp-content/uploads/sites/9/2024/02/GenAI-Slides.pptx.pdf


Traditional vs General Purpose AI

General Purpose 
AI

Pre-trained models 
(language or images) 
employed to tackle 
several tasks. E.g. 
ChatGPT

01 02

Traditional AI 
Models

Models trained using 
specific  data to 
perform narrow tasks. 
Example: predictive 
maintenance
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Large Language 
Models

Models capable of reading 
an input text and returning 
an output text. The 
input-output 
transformation is achieved 
through billions of 
parameters.

http://jalammar.github.io/how-gpt3-works-visualizations-animations/
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LLM stages

99% of the compute cost
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ChatGPT

Pre-training + fine tuning.

Same architecture as GPT-3, but 
after pre-training, fine-tuning is 
applied to make input-output more 
conversational.

November 2022.



Open vs. Proprietary
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A non-representative 
timeline
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GPT-1

Model presented by OpenAI in June 2018.

● 116 million parameters
● Trained using 5GB of data
● 8 GPUs used for one month
● Completely open-source and 

reproducible.

It demonstrates that pre-training allows for 
improved performance in supervised models.

https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
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GPT-3

Presented by OpenAI in June 2020.
Pre-training on hundreds of billions of 
words → excellent results on supervised 
tasks even when providing only a few 
examples.

‘Language Models are Few-Shot Learners', OpenAI, 2020

● 45 TB data, almost 0.5 Trillion words
● 175B parameters
● 4.5 M$

No code or weights released
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Since GPT-4

We can only guess.



Open models 
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EleutherAI

First open-source initiative.
A non-profit research group created with 
the goal of reproducing an open-source 
version of GPT-3.

Computing resources pooled from 
various research groups.

Model released in June 2021, GPT-J, with 
an open-source Apache 2.0 license.
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LLaMA

Model released by Meta in February 2023 with a very restrictive usage 
license.

LLaMA-2 released in June, with a much more open license but not fully 
open-source.

Performance comparable to GPT-3.5 with a smaller number of model 
parameters.

https://ai.meta.com/research/publications/llama-2-open-foundation-and-fine-tuned-chat-
models/
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DeepSeek-R1

Reproducible RL algorithm. 
Performances on par with 
OpenAI’s top models. 
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Open source having 
its moment
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https://huggingface.co/


How open are open 
models?
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A note about 
licences

https://opensource.org/licenses
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Open source AI- 
OSAID definition

An Open Source AI system is onem, whether a complete system or its components (models, weights, 
code, data) — that is shared under terms granting the freedom to:

● ✅ Use for any purpose, without permission

● 🔍 Study and inspect the system and its parts

● 🛠 Modify the system for any reason

● 🔄 Share it with or without changes, for any purpose

https://opensource.org/ai/endorsements
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What must be 
openly available?

To qualify as Open Source AI, access must be provided to:

● 📂 Data Information
Full details on all training data (public, unshareable, or commercial): source, scope, labeling, 
filtering, and access links

● 💻 Code
All source code for data processing, training (including configs), validation, inference, model 
architecture. Licensed under OSI-approved terms

● ⚙ Parameters (Weights)
Learned values and training checkpoints under open terms. Includes intermediate and final model 
states

https://opensource.org/ai/open-source-ai-definition



3838

OSAID compliant

✅ Compliant Models:

        Pythia (Eleuther AI), OLMo (AI2), Amber and CrystalCoder (LLM360), and 
T5 (Google).  

⚠ Potentially Compliant:

Bloom (BigScience), Starcoder2 (BigCode), and Falcon (TII) could 
meet OSAID standards with minor adjustments to licensing terms or 
transparency.

🚫 Non-Compliant:

LLaMA (Meta), Grok (X/Twitter), Phi (Microsoft), and Mixtral (Mistral) 
lack the necessary transparency or impose restrictive licensing terms.



Open source AI definition  
doesn’t talk about 
responsible AI





IP issues

Source: The Verge, The New York Times





The models keep getting 
bigger
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https://towardsdatascience.com/the-carbon-footprint-of-gpt-4-d6c676eb21ae
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Environmental costs
Water consumption

https://oecd.ai/en/wonk/how-much-water-does-ai-consume



4848https://oecd.ai/en/wonk/how-much-water-does-ai-consume



https://www.newscientist.com/article/2420973-ai-chatbot-models-think-in-english-even-when-
using-other-languages/



How to innovate 
responsibly? 
Open and data-centric AI



Key developments in our favour- to 
capitalize

● Open source model closing the gap 
with closed source models

● Llama and Mistral were good but 
not SOTA

● Deep Seek changes the rules of the 
game 

● Fraction of investment
● Reduced compute
● Tiny models with curated data 
● Model control, governance

Venture beat Jan 2025

https://venturebeat.com/ai/open-source-deepseek-r1-uses-pure-reinforcement-learning-to-match-openai-o1-at-95-less-cost/
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AI = Data + Code + Compute



Bigger is always not 
better! Enter Small and 
Tiny Language Models



5454https://arxiv.org/html/2411.03350v1
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Examples of small 
language models

● Llama3.2-1B –Optimized for edge devices.
● Qwen2.5-1.5B – A model from Alibaba designed for multilingual application
● DeepSeeek-R1-1.5B - DeepSeek's first-generation of reasoning model distilled from Qwen2.5 
● SmolLM2-1.7B – From HuggingFaceTB,  trained on specialized open datasets (FineMath, 

Stack-Edu, and SmolTalk).
● Phi-3.5-Mini-3.8B – Microsoft's open model  optimized for reasoning and code generation.
● Gemma3-4B - Developed by Google DeepMind, multilingual and multimodal.

Other “big” small model: Mistral 7B, Gemma 9B, and Phi-4 14B 

source: Huggingface

https://huggingface.co/meta-llama/Llama-3.2-1B
https://huggingface.co/Qwen/Qwen2.5-1.5B-Instruct
https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-1.5B
https://huggingface.co/HuggingFaceTB/SmolLM2-1.7B
https://huggingface.co/microsoft/Phi-3.5-mini-instruct
https://huggingface.co/google/gemma-3-4b-it
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Small Language 
Models
✅ Benefits

● Low compute requirements: run on 
laptops, edge devices, and phones

● Lower energy consumption 
● Faster inference

● Enhances privacy and security

● Cheaper deployment 
● Easily customizable for domain-specific 

tasks

⚠ Limitations

● Narrow scope 
● Smaller datasets can amplify bias
● Struggles with nuanced or complex 

tasks
● Less robustness





5858

https://www.vanderschaar-lab.com/dc-check/what-is-data-centric-ai/



5959

https://www.vanderschaar-lab.com/dc-check/what-is-data-centric-ai/



Data-centric AI and Synthetic 
Data

Smaller model with a focus on data quality outperforms 
GPT-4 on certain tasks“Synthetic data constitutes the 
bulk of the training data for phi-4”

DeepSeek-ProverPhi4 technical report

https://arxiv.org/pdf/2405.14333
https://www.microsoft.com/en-us/research/uploads/prod/2024/12/P4TechReport.pdf


Synthetic data for LLM



6262

https://ieeexplore.ieee.org/document/10260737



Efficiency to ethics
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Responsible AI Licenses (RAIL) empower developers to restrict the use of their AI technology 
in order to prevent irresponsible and harmful applications. These licenses include 
behavioral-use clauses which grant permissions for specific use-cases and/or restrict 
certain use-cases. In case a license permits derivative works, RAIL Licenses also require that 
the use of any downstream derivatives (including use, modification, redistribution, 
repackaging) of the licensed artificial must abide by the behavioral-use restrictions.

A theoretical framework of how RAIL Licenses can be found in the ACM 2022 FAccT paper 
“Behavioral-use Licensing for Responsible AI”. 

https://dl.acm.org/doi/10.1145/3531146.3533143
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● D: for data being licensed
● A: for apps/binaries/services/executables 

or any non-source code form of the 
artifact

● M: for models/parameters
● S: for source code, including libraries and 

toolkits
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https://www.licenses.ai/rail-license-generator



Open source AI and 
regulation



A risk based approach



https://ceps.eu



Transparency
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Open Science and AI
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Open Science Definition

“inclusive construct that combines various movements 
and practices aiming to make multilingual scientific 
knowledge openly available, accessible and reusable for 
everyone, to increase scientific collaborations and sharing 
of information for the benefits of science and society, and 
to open the processes of scientific knowledge creation, 
evaluation and communication to societal actors beyond 
the traditional scientific community. It comprises all 
scientific disciplines and aspects of scholarly practices, 
including basic and applied sciences, natural and social 
sciences and the humanities, and it builds on the 
following key pillars: open scientific knowledge, open 
science infrastructures, science communication, open 
engagement of societal actors and open dialogue with 
other knowledge systems.”

UNESCO Recommendation on Open Science
https://doi.org/10.54677/MNMH8546
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Open Scientific Knowledge

UNESCO Recommendation on Open Science
https://doi.org/10.54677/MNMH8546

● Publications
● Open data
● Open education
● Open source software
● Open hardware 
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AI = Data + Code + Compute



Open source AI  will lead 
AI and Responsible AI
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Takeaways

● Open Source AI is rapidly advancing and matching closed models in 
performance

● High-quality data is more impactful than large-scale models

● Small Language Models offer efficient, private, and customizable 
solutions

● Ethical AI requires transparency, responsible licensing, and 
governance

● Researchers should embrace data-centric and open science practices 
for advancing science and society and their own research!



    
www.clearbox.ai

luca@clearbox.ai

Thanks for Listening
Feel free to contact us:

http://www.clearbox.ai
mailto:giovannetti@clearbox.ai

