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Context of the
research
activity

This PhD proposal aims to study new techniques for embedding multivariate
time series, apply them to solve established downstream tasks, and leverage
these solutions in Data Science pipelines to analyze vehicles' telematics data
such as CAN Bus signals. Embeddings will not only capture the series'
temporal properties but also their multi-dimensional relations. These models
will be used to classify, segment, and cluster signals and to detect anomalies
and communities for industrial vehicle usage.

Multivariate time series data have peculiar properties related to their
sequential and multi-faceted nature. Although state-of-the-art embedding
techniques tailored to time series data are effective in handling sequential
data relations thanks to the use of auto-regressive or attention-based
models, they often struggle to handle multiple dimensions at the same time.
For example, CAN bus data acquired from vehicles cover a variety of
different aspects (e.g., fuel level, coolant temperature, engine speed, ...) that
are worth jointly analyzing to address predictive maintenance, anomaly
detection, fleet detection and management, anomaly detection, and
telematics service shaping. 

The PhD research will advance existing approaches to process and encode
multivariate time series data, which encompass (but are not limited to)
transformer models [1,2], contrastive and adversarial networks [3,4], matrix
profile-based models [5,6], and Large Language Models [7]. The proposed
representations will be then used to address various downstream tasks on
time series data among which time series classification, forecasting,
segmentation, and clustering and anomaly detection. For example, clustering
and classifying CAN bus signals can be useful to automatically identify the
working status of a vehicle according to both its performed activities and the
environmental conditions [8]. Inter-series relations can be also analyzed to
detect vehicle fleets and optimize resource allocation. 

Research objectives: Study of the state-of-the-art machine learning
techniques for time series and compare their performance on the study case;



Objectives

Data collection and analysis of raw and structured data regarding vehicle
telematics; Design, develop, test new approaches to time series
representation; Benchmarking unimodal and multimodal time series models
for time series classification, clustering, forecasting, and segmentation;
Design new algorithms and methodologies to process time series data for
supervised and unsupervised tasks. 

Industrial collaborations: 
The PhD activities will be supported by the ongoing research collaboration
between Politecnico di Torino and Tierra Spa, a multinational telematics
service provider that will provide in-domain data, expert supervision, and
related case studies. 

In parallel, the research methods and algorithms can be also tested on
benchmark data such as the UCR Time Series Classification Archive
(https://www.cs.ucr.edu/~eamonn/time_series_data/) and mTAD
(https://github.com/OpsPAI/MTAD). 

List of possible publication venues: - ECML PKDD, ACM CIKM, KDD, IEEE
ICDE, IEEE ICDM, NEURIPS conferences - ACM TIST, ACM TKDD, IEEE TKDE,
Elsevier Computers In Industry, Elsevier Information Sciences 
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Skills and
competencies
for the
development of
the activity

The PhD candidate is expected to 
- be proficient in Python and SQL programming
- have a deep knowledge of statistics and probability fundamentals
- have a solid background in data preprocessing and mining techniques
- know the most established machine learning and deep learning
techniques- have natural inclination for teamwork
- be proficient in English speaking, reading, and writingWe seek motivated
students who are willing to work at the intersection between academia and



industry.


