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This research will focus on the development of new machine learning
algorithms and methods for precisely detecting and localizing anomalies in
visual data, specifically for driving scenes. This task, commonly referred to as
“anomaly segmentation”, has potential applications not only in autonomous
and assisted driving but also in urban planning for smart cities.

Progetto finanziato dal PNRR a valere sul DM 630/2024 - CUP:
E14D24002330004

The ability to identify and localise obstacles and anomalous situations in
driving and urban scenesis critical for the development of
autonomous/assisted driving applications: on one hand, achieving this
capability would increase the safety and reliability of these systems; on the
other one, it could serve as a way to dynamically filter the data where the
perception algorithms are uncertain or have a knowledge gap, and be used
later on to improve them.;¢Anomaly segmentation aims to recognise
anomalies at a very fine-grained scale (pixel-wise), and it is the principal
algorithmic solution used in this context. However, current anomaly
segmentation solutions for driving scenes have a few limitations:

The current datasets and benchmarks that support the development and
assessment of these algorithm generally limit the concept of anomalies to
new classes unseen during training [1-3]. Thus, this is more akin to an open-
set segmentation problem. However, in reality an anomalous situation could
be also having an object category seen by the model during training but in
an unusual configuration (e.g., a fallen tree).

The literature so-far has focused mostly on approaches based on a single




modality (RGB images) [4-6], but it could be useful to integrate the data from
the various sensors onboard the vehicle to improve the accuracy and
reliability of the anomaly detection.

This formulation of the problem considered so far is thus not representative of
the real operating conditions of an autonomous/assisted driving vehicle.
Moreover, current anomaly segmentation methods [4-6] rely on this limited
notion of anomaly (i.e., a new class) to implement supervised learning
strategies that leverage the prior knowledge of anomalous categories to
boost their scores on current benchmarks, but this solution becomes
infeasible when the concept of anomaly is extended.

The goal of this research is to revisit the problem of anomaly segmentation,
creating a more general and realistic framework. This framework shall be
based on the notion of anomalies not as new classes, but rather as out-of-
distribution experiences, ie., experiences that are outside the normal
operations of the system. In this framework we also aim to veer from the
current paradigm of supervised algorithms towards methods that are
unsupervised and do not require a prior knowledge of the anomalies. We
can leverage strategies for out-of-distribution detection [9], but also for
uncertainty quantification [7, 8].

The use of multi-modal data for anomaly detection shall also be considered
and investigated. This may also inform the development of more reliable
anomaly detection algorithms, or solutions to select the best modality
depending on the certainty of the prediction.

Lastly, we shall also focus on the development of new metric to assess the
uncertainty of predictions, which is crucial to develop more reliable solutions.

This research is part of an industrial collaboration with Teoresi, and it will
involve a strict collaboration with their team (including a 6 months internship
with them).
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This research is grounded in Deep Learning and Computer Vision, therefore
knowledge of calculus, probability, machine learning, computer vision are
prerequisite.

The candidate is expected to have strong programming skills (Python) and
proficiency with the PyTorch framework.

The candidate is expected to be proactive and capable of autonomously
study and read the most recent literature.

English fluency is required.

Experience in preparing research plans and writing scientific papers is a plus.




